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Abstract 
 
Recently, a number of applications of automatic facial expression recognition systems havesurfaced in 

many different research fields. The automatic facial expression recognition problem is a very challenging 

problem because it involves in three sub-problems: 1) face detection, 2) facial expression feature 

extraction, and 3) expression classification. This paper presents an automatic facial expression recognition 

system based on self-organizing feature maps, which provides an effective solution to the aforementioned 

three sub-problems. The performance of the proposed system was computed on twowell-known facial 

expression databases. The average correct recognition rates were over 90%. 
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1. INTRODUCTION 
 
Automatic facial expression recognition systems have been applied to many practical application 

fields such as social robot interactions, human-computer interactions, human behavior analysis, 

virtual reality, etc. Thus in recent years, the study of automatic facial expression recognition has 

become a more and more important research topic for many researchers from different research 

fields [1]-[23]. 

 

The human face is an elastic object that consists of organs, numerous muscles, skins, and bones. 

When a muscle contracts, the transformation of the corresponding skin area attached to the 

muscle result in a certain type of visual effect. Although the claim that theredo exist universally 

basic emotions across genders and races has not been confirmed, most of the existing vision-

based facial expression studies accept the assumption defined Ekman about the universal 

categories of emotions (i.e., happiness, sadness, surprise, fear, anger, and disgust) [24]. A human-

observer-based system called the Facial Action Coding System (FACS) has been developed to 

facilitate objective measurement of subtle changes in facial appearance caused by contractions of 

the facial muscles [25]. The FACS is able to give a linguistic description of all visibly 

discriminable expressions via 44 action units. 
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The automatic facial expression recognition problem is a very challenging problem because it 

involves in three sub-problems: 1) face detection, 2) facial expression feature extraction, and 3) 

expression classification. Each of the sub-problems is a difficult problem to be solved due to 

many factors such as cluttered backgrounds, illumination changes, face scales, pose variations, 

head or body motions, etc. An overview of the research work in facial expression analysis can be 

found in [26]-[28].  The approaches to facial expression recognition can be divided into two 

classes in many different ways. In one way, they can be classified into static-image-based 

approaches (e.g., [10]) and image sequence-based approaches (e.g., [2], [7]-[8], [11],[17], [20]-

[22], etc). While the static-image-based approach classifies expressions based on a single image, 

the image sequence-based approach utilizes the motion information in an image sequence. In 

another way, they can be classified into geometrical feature-based approaches (e.g., [1], [7], [15], 

etc) and appearance-based approaches (e.g., [12], [16], etc). The geometrical feature-based 

approach relies on the geometric facial features such as the locations and contours of eyebrows, 

eyes, nose, mouth,etc. As for the appearance-based approach, the whole-face or specific regions 

in a face image are used for the feature extraction via some kinds of filters or transformations. 

Some approaches can fully automatically recognize expressions but some approaches still need 

manual initializations before the recognition procedure. 

 

In this paper we propose a simple approach to implement an automatic facial expression 

recognition system based on self-organizing feature maps (SOMs). The SOM algorithm is a well-

known unsupervised learning algorithm in the field of neural networks [29]. A modified self-

organizing feature map algorithm is developed to automatically and effectively extract facial 

feature points. Owing to the introduction of the SOMs, the motion of facial features can be more 

reliably tracked than the methods using a conventional optical flow algorithm. The remaining of 

this paper is organized as follows. A detailed description of the proposed expression recognition 

algorithm is given in Section 2. Then simulation resultsare given in Section 3.Finally, Section 4 

concludes the paper. 

 

The Proposed Facial Expression Recognition System 
 

The proposed automatic facial expression recognition system can automatically detect human 

faces, extract facial features, and recognize facial expressions. The inputs to the proposed 

automatic facial expression recognition algorithm are a sequence of images since dynamic images 

can provide more information about facial expressions than a single static image. 

 

2.1 Face Detection 
 

The first step for facial expression recognition is to solve the face detection sub-problem. Face 

detection determines the locations and sizes of faces in an input image. Automatic human face 

detection is not a trivial task because face patterns can have significantly variable image 

appearances due to many factors such as hair styles, glasses, and races.In addition, the variations 

of face scales, shapes and poses of faces in images also hinder the success of automatic face 

detection systems. Several different approaches have been proposed to solve the problem of face 

detection [30]-[33]. Each approach has its own advantages and disadvantages. In this paper, we 

adopt the method proposed by Viola and Jones to detect faces from images [34]. This face 

detection method can minimize computational time while achieving high detection accuracy.   
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After a human face is detected, the proposed system adopts a composite method to locate pupils. 

First of all, we adopt the Viola-Jones algorithm discussed in [34] to locate the regions of eyes. 

One problem associated with the Viola-Jones algorithmis that it could effective locate the regions 

of eyes but could not precisely locate the centers of the pupils. Therefore, we need to fine-tune 

the eye regions to precisely locate the pupils. Weassume that the pupil regions are the darkest 

regions in the eye regions detected by the Viola-Jones algorithm.The segmentation task for 

locating the pupilscan be easily accomplished if the histogram of the eye regions presents two 

obvious peaks; otherwise, correct threshold selection is usually crucial for successful threshold 

segmentation. We adoptthep-tile thresholding technique to automatically segment the pupil 

regions from the eye regions [35]. From our many simulation results, we found that the ratio 

between the pupil regions and the remaining eye regions could be chosen to be 1/10 (i.e., p = 10).  

 

After the pupils have been located, the face image is rotated, trimmed, and normalized to be an 

image with the size80×60.We rotate the detected face image to make the pupils lie on the 

horizontal axe. In addition, we normalize the distance between the two pupils to be 25 pixels. Fig. 

1 illustrates an example of a normalized face image. 

 

 
 

Fig. 1.An example of face detection and normalization. (a) Detected face. (b) Detected eyes. (c) Rotated, 

trimmed, and normalized face. 

 

2.2Facial Feature Extraction 
 

After the face in the first image frame has been detected, the next step is to extract necessary 

information about the facial expression presented in the image sequence. Facial features can be 

categorized into many different classes [26]-[28]. In general, there are two types of facial features 

can be extracted: geometrical features and appearance features [36]. While the appearance 

features can be extracted on either the whole face or some specific regions via some kinds of 

filters (e.g., Gabor wavelets filter), geometrical features focus on the extraction of shapes and 

locations of intransient facial features (e.g., eyes, eyebrows, nose, and mouth). In our system, 

geometrical features are extracted for facial expression recognition. 

 

The movements of the facial featuressuch as eyebrows, eyes, and the mouth have a strong relation 

to the information about facial expressions; however, the reliable extraction of the exact locations 

of the intransientfacial features sometimes is a very challenging task due to many disturbing 

factors (e.g., illumination factor, noise). Even if we can accurately locate the facial features, we 

still encounter another problem about the extraction of the motion information of the facial 

features.  

 

One simple approach to solvethe aforementioned two problems is to place a certain number of 

landmark points around the located facial feature regions and then use a tracking algorithm to 
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track those landmark points to compute the displacement vectors of those points. However, this 

approach has to break some bottlenecks. The first bottleneck is that how and where to 

automatically locate the landmark points. Accurate locations of landmark points usually require 

intensive computational resources; therefore, some approaches adopted an alternative method to 

compute motion information in meshes or grids which cover some important intransientfacial 

features (e.g., potential net [9], uniform grid [20], Candide wireframe [22]). Another bottleneck is 

that the performance of the adopted tracking algorithm may be sensible to some disturbing factors 

such as illumination changes, head or body motions. This problem usually results in the 

phenomenon that severallandmarks points will be erroneously tracked to some far away locations. 

 

To encounter the aforementioned two problems, we proposed the use of self-organizing feature 

maps (SOMs)[29]. The SOM algorithm is one of the most popular unsupervised learning 

algorithms in the research field of neural networks. Recently, numerous technical reports have 

been written about successful applications of the SOMs in a variety of problems.The principal 

goal of SOMs is to transform patterns of arbitrary dimensionality into the responses of one- or 

two-dimensional arrays of neurons, and to perform this transform adaptively in a topological 

ordered fashion. 

 

In our previous work, we built a generic face model from the examinations of a large number of 

faces [20]. Based on the generic face model proposed in [20], we further proposed a normalized 

generic face model as shown in Fig. 2. Although geometric relations between the eyes and the 

mouth vary a little bit from person to person, the eyes, eyebrows, the nose, and the mouth are 

basically enclosed in the three rectangles and the pentagon as shown in Fig. 2.We adopt a 

pentagon instead of a rectangle is to make the recognition performance as insensible to beards as 

possible. This observation was concluded from our many simulation results. 
 

 

 

Fig. 2.A normalized generic face model. 

 

After we have located the four critical regions (i.e., the eyes, the nose, and the mouth), the next 

step is to extract the motion information of these facial features.  

 

To encounter the aforementioned two problems, we proposed the use of SOMs. Four nets with 

the sizes,6×6, 6×6, 7×7, and 4×4, are placed around the regions of the two eyes, the nose, and the 

mouth, respectively. In total, there are 137 neurons in the four SOMs. A modified SOM algorithm 

is developed to automatically and effectively extract facial feature points. The approximated 
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gradient of each pixel inside the corresponding facial region is used as an input pattern to the 

modified SOM algorithm. The modified SOM algorithm is summarized as follows: 

 

Step 1. Initialization:In the conventional SOM algorithm, weight vectors are usually randomly 

initialized. Instead of adopting the random initialization scheme, we initialize the weight vectors, 

 ⃗⃗⃗            
 ,         , to lie within a rhombus as shown in Fig. 3(a). From many 

simulations, we found that the use of rhombuses was more efficient than the use of rectangles, not 

to mention the initialization scheme. 

 

Step 2. Winner Finding:Instead of directly presenting the gray level of each pixel, we present the 

approximated gradient of each pixel,, ⃗                
 , to the network and find the winning 

neuron. The two gradients,,     and      , represent the row edge gradient and the column 

gradient at the jth pixel, respectively. In our system, the Sobel operator was adopted for the 

computation of the gradients. The neuron with the largest value of the activation function is 

declared the winner for the competition. The winning neuron 
*j  at time k is found by using either 

the maximum output criterion or the minimum-distance Euclidean criterion: 
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 represents the kth input pattern corresponding to 
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MM   is the network size, and 


 indicates the Euclidean norm. For example, we input the 

gradients of the pixels inside the rectangle (i.e., the region defined by
]44,32[]36,23[ 

 in Fig. 2) 

which enclose the nose to the neural network with the size 77 . 
 

Step 3. Weight Updating: Adjust the weights of the winner and its neighbors using the following 

rule: 
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where
)(k

 is a positive constant,      denotes the lateral distance of neuron j from the winning 

neuron j*, 
)(k

 is the “effect width” of the topological neighborhood , and 
)(

,* k
jj


 is the 

topological neighborhood function of the winner neuron 
*j  at time k. The parameter sj is a 
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weighting factor for the learning rate 
)(k

. It was introduced to make the learning rate larger 

when the absolute value of theapproximated gradient of each pixel is large (e.g., larger than or 

equal to 255).We assume that pixels with high gradient convey more facial featureinformation. 

Due to the introduction of the weighting factor, the weight vectors of the network can quickly 

converge to important pixels on the corresponding facial regions as shown in Fig. 3(b). 

 

Step 4.Iterating: Go to step 2 until a pre-specified number of iterations is achieved or some kind 

of termination criterion is satisfied. 

 

After sufficient training, each weight vector in a trained SOM corresponds toa landmark point in 

the corresponding facial region as shown in Fig. 4. 

 

 
 

(a) 

 

 
 

(b) 

 

Fig. 3 TheSOM training procedure. (a) The use of rhombus for the initial weight vectors. (b) The example 

of a trained SOM in 50 iterations. 

 

 
 

Fig. 4.The correspondence between the trained SOMs and the landmark points in the facial regions. 
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2.3 Landmark Point Tracking 
 

To track landmark points, we adopt a two-stage neighborhood-correlation optical flow tracking 

algorithm. At the first stage, we adopt the optical flow method to automatically track the 137 

landmark points in the image sequence. Similar to the article [7], we adopt the cross-correlation 

optical flow method. Cross-correlation of a T×T template in the previous image, and a W×W 

searching window at the present image iscalculated and the position with the maximum cross-

correlation value which is larger than a pre-specified threshold is located at the present image. 

The accuracy of the cross correlation method is sensitive to the illumination change, noise, 

template size, moving speed, etc. Due to these disturbing factors, landmark points with 

correlation values smaller than the pre-specified threshold are apt to result in tracking errors; 

therefore, we cannot use the positions directly computed by the cross correlation method. To 

provide an acceptable solution to the prediction of the positions of those points with small 

correlation values, we propose to fully use the topology-preserving property of the SOM.The 

assumption made by us is that nearby landmark points in a facial region move, to a certain extent, 

coordinately. For a landmark point with a low correlation value, we use the average location of 

the positions of its neighbors with correlation values which are larger than the threshold. For each 

landmark, the information of its neighbors is already embedded in the trained SOMs as shown in 

Fig. 4. 
 

2.4Expression Recognition 
 

There are total 137 neurons in the four regions. Basically, the displacement vectors of these 

137landmark points located on the SOMs are used for the facial expression recognition. The 

displacement of each landmark point is calculated by subtracting its original position in the first 

image from the final position in the last image of the image sequence. We cannot directly feed 

these 137 displacement vectors into a classifier for facial expression because the sizes of facial 

feature regions vary from person to person.In addition, head movement may affect the 

displacements. The 137 displacements have to be normalized in some way before they are 

inputted to a classifier. To remedy the problem of head movement, we use the average 

displacement vector of the 16 landmark points corresponding to the 16 neurons in the network 

with the size  in the region of nose to approximate the head displacement vector. Then all 

displacement vectors are subtracted from the head displacement vector. In the following, the 

remaining 136 displacement vectors are re-sampled to 70 average displacement vectors (as shown 

in Fig. 5) in order to make the recognition system be person independent. We take the left eye 

region for example to illustrate how we re-sample the 36 displacement vectors located in the left 

eye region. First of all, we find a rectangle to circumscribe the 36 landmark points in the left eye 

region. Then we dichotomize the rectangle into 20 small rectangles. The average displacement 

vector of those landmark points lying in the same small rectangle is computed. Therefore, there 

are 20 displacement vectors to represent the left eye region. The same re-sampling procedure is 

applied to the right eye region and the mouth region. Since the mouth region is larger than the eye 

region, we use 30 small rectangles in the mouth region. Finally, there are totally 70 normalized 

displacement vectors as shown in Fig. 5. 
 

Finally, a multi-layer perceptron (MLP) with the structure140×10×10×7was adopted for the 

classification of the seven expressions including six basic facial expressions (i.e., happiness, 

sadness, surprise, fear, anger, and disgust) and a neutral facial expression. The structure of the 

MLP was chosen from many simulation results. 
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Fig. 4. The final 70displacement vectors re-sampled from 137 displacement vectors. 

 

3.SIMULATION RESULTS 

 
The performance of the proposed system was tested on the well-known Cohn-KanadeDatabase 

[37]-[38] and FG-NETdatabase from the Technique University of Munich [39]. The Cohn-

KanadeDatabasecurrently contains 2105 digitized image sequences performed by 182 adult 

subjects.This database has been FACS (Facial ActionCoding System) coded.The FG-NET 

databaseis an image database containing face images showing a number of subjects performing 

the six different basic emotions. The database contains material gathered from 18 different 

individuals. Each individual performed all six desired actions three times. Additionally three 

sequences doing no expressions at all are recorded. In total, there are 399 sequences in the 

database. 

 

To provide accurately labeled sequences for training the MLP to recognize 7 facial expressions 

(i.e., happiness, sadness, surprise, fear, anger, disgust, and neutral), we asked 13 subjects to 

visually evaluate the two databases and then label each sequence to a certain expression. Via the 

majority consensus rule, we finally selected 486 image sequences from the Cohn-

KanadeDatabase and 364 sequences from the FG-NET database, respectively.  

 

The training data set was consisted of the 75% of the labeled data set and the remaining data was 

used to generate the testing data.For the Cohn-Kanade database, the recognition results were 

tabulated in Tables1-2. The average correct recognition ratios were 94% and 91% for the training 

data and testing data, respectively. The recognition results for FG-NET database were tabulated 

in Tables3-4.The average correct recognition ratios were 88.8% and 83.9% for the training data 

and testing data, respectively. Comparisons with other existing methods are shown in Table 5. 

Table 5 shows that the performance of the proposed SOM-based facial expression recognition 

system was comparable to those existing methods. 
 

4. CONCLUSION 
 

In this paper, anSOM-based automatic facial expression recognitionis presented. The proposed 

system is able to automatically detect human faces, extract feature points, and perform facial 

expression recognition from image sequences. First of all, the method proposed by Viola and 

Jones was used to detect a face from an image. After a human face is detected, a composite 

method was proposed to locate pupils so that the located face image can be rotated, trimmed, and 
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normalized to be an image with the size 80×60. To alleviate the computational load for extracting 

facial features, we propose the use of SOMs. In the following section we adopt a two-stage 

neighborhood-correlation optical flow tracking algorithm to track facial features. Finally, a multi-

layer perceptron (MLP) with the structure 140×10×10×7 was adopted for the classification of the 

seven expressions including six basic facial expressions (i.e., happiness, sadness, surprise, fear, 

anger, and disgust) and a neutral facial expression.Simulation results showed that the 

performance of the proposed SOM-based facial expression recognition system was comparable to 

those existing methods. 
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Table.1. The recognition performance for the training data set from the Cohn-KanadeDatabase. Su: 

Surprise, F: Fear, H: Happy, Sa: Sad, D: Disgust, A: Angry, and N: Neutral. 

  

 

NN 

Real Su F H Sa D A N 
Recognition 

rate 

Su 70 1 0 0 0 0 0 98.6% 

F 0 24 0 0 1 0 2 88.9% 

H 0 0 77 0 0 0 1 98.7% 

Sa 0 0 0 52 1 2 1 92.9% 

D 0 1 0 0 33 5 2 80.5% 

A 0 1 0 1 0 38 1 92.7% 

N 0 0 0 0 1 1 48 96.0% 

Average 94% 

 
Table.2. The recognition performance for the testing data set from the Cohn-KanadeDatabase. Su: Surprise, 

F: Fear, H: Happy, Sa: Sad, D: Disgust, A: Angry, and N: Neutral. 

 

NN 

Real Su F H Sa D A N 
Recognition 

rate 

Su 20 0 0 0 0 0 2 91.0% 

F 0 7 0 0 0 2 0 77.8% 

H 0 0 25 0 0 0 2 92.6% 

Sa 0 0 0 18 1 0 0 94.7% 

D 0 1 0 0 12 1 0 85.7% 

A 0 0 0 0 0 12 2 85.7% 

N 0 0 0 0 0 0 17 100.0% 

Average 91% 
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Table.3. The recognition performance for the training data set from the FG-NETDatabase. Su: Surprise, F: 

Fear, H: Happy, Sa: Sad, D: Disgust, A: Angry, and N: Neutral. 

 

 

 
 

 

 

Table.4. The recognition performance for the testing data set from the FG-NETDatabase. Su: Surprise, F: 

Fear, H: Happy, Sa: Sad, D: Disgust, A: Angry, and N: Neutral. 

 
 

NN 

Real 
Su F H Sa D A N 

Recognition 

rate 

Su 9 0 0 0 0 0 1 90.0% 

F 0 6 0 0 0 0 2 75.0% 

H 0 0 12 0 1 0 2 80.0% 

Sa 0 0 0 12 0 0 2 85.7% 

D 0 0 1 0 10 0 2 76.9% 

A 0 0 0 1 0 11 1 84.6% 

N 0 0 0 1 0 0 13 92.9% 

Average 83.9% 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

NN 

Real Su F H Sa D A N 
Recognition 

rate 

Su 37 1 0 0 0 0 2 92.5% 

F 0 12 0 1 0 0 9 54.5% 

H 0 0 42 0 0 0 0 100.0% 

Sa 0 0 0 36 0 0 3 92.3% 

D 0 2 0 1 32 2 2 82.1% 

A 0 0 0 0 0 30 6 83.3% 

N 0 0 0 0 0 0 42 100.0% 

Average 88.8% 
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Table 5.Comparisons with other existing methods. 

 

Method 
Recognition Results 

Database Features Classifier 
Expressions Recognition 

Our method 7 

93.2% 

Cohn-Kanade 

(486 

sequences:3/4 

for training and 

1/4 for testing) 

Modified 

SOM 

MLP 

87.6% 
FG-NET  

(364 sequences) 
MLP 

Su et al. 

[20]  
5 95.1% 

Cohn-Kanade 

(486 sequences) 

Uniform 

grids 
MLP 

Yeasin et al.  

[17] 
6 90.9% 

Cohn-Kanade 

(488 sequences) 
Grid points HMMs 

Kotsia et al. 

[21] 
6 91.6% 

Cohn-Kanade 

and JAFFE 

(leave- 20% out 

cross-validation) 

Texture 

model 
SVM 

Seyedarabiet 

al. [40] 
6 91.6% 

Cohn-Kanade 

(43 subjects for 

training and 10 

subjects for 

testing) 

Manually 

label 
RBF 

Wallhoff et 

al. [41]  
7 61.7% 

FG-NET 

(5-fold  cross-

validation) 

2D-DCT SVM 

 


